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Can ChatGPT outperform current tools for post-editing
lexicography?
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ChatGPT

• chat-tuned autoregressive transformer based language model
• released initially in November 2022
• raised general excitement (and worries)
• best promotion for corpora ever?
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ChatGPT

language modelling – not language reasoning
• no logical inference
• no knowledge database
• token sequence generation
• beam search through (probabilistic) language model
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ChatGPT

no source data reference
• where does it come from?
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ChatGPT

limited prompt and response length
• thousands of tokens (4K, 16K)
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ChatGPT

translation through multilingualism
• English = 92 % of data
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ChatGPT

prompting
• key part to get good responses
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ChatGPT

non-deterministic learning and inference
• limited reproducibility
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ChatGPT

static model
• up to 2021
• additional training possible
• plugins
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Making an English minidictionary

• DANTE sample used for headwords
• very heterogenous
• 99 headwords
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Prompting

3 runs each with 3 questions, 297 answers
1 What does the word Hmean?
2 Generate a dictionary entry for H.
3 Generate a dictionary entry for H including possible word forms, word senses,

pronunciation, collocations, synonyms, antonyms and examples of usage.
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Access

• initially by faking browser access (no API)
• we repeated after API got available with ChatGPT3.5
• published in Lexonomy:

https://www.lexonomy.eu/chatgpt
https://www.lexonomy.eu/chatgpt35

• ChatGPT 4 was not available through API by the time of writing the full paper (now it
is)
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Evaluation: how well did ChatGPT perform?
key entry components

• word sense induction
• definitions
• grammatical and syntactic information
• labelling of ‘marked’ items
• example sentences
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Word senses
Three problems with polysemy

• “false polysemy”: variations on the same sense
• missing senses: common meanings not identified
• invented senses: additional senses for which there is no evidence
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False polysemy: climate
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Missing sense: climate
Metaphorical use very frequent
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Invented sense: butter (sense 3)
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Definitions

Guess what this is
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Problems with grammar and syntax
Adjective or noun phrase in a verb definition
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Problems with grammar and syntax
Patterns which are not normal: enjoy (separate experiment)
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Labelling of ‘marked’ uses

cookie (noun)
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example sentences: echo

Lack of diversity
• Initial “The” in all
• 3rd person subject + simple past pattern in 3 out of 4
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Formulaic examples: a persistent problem
Ironically, examples look made-up

• fair (separate experiment)
The referee made a fair decision by awarding a penalty.
The garden was filled with fair flowers.
The price of the item was fair, not too high or too low.
The fair-skinned woman had to wear a hat and sunscreen to protect her skin from the
sun.

• persuade (Lew, forthcoming)
The salesperson persuaded the customer to buy the product.
The speaker persuaded the audience to support the cause.
The friend persuaded the colleague to take a day off
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Evaluation summary

• WSI: weak
• grammar and syntax: weak
• labelling: mostly good
• examples: appalling: sackable offences
• definitions: ChatGPT’s strongest feature

• often uses dated formulae (‘the act or state of …’, ‘having or showing’
• but generally good, both for mainstream vocabulary and technical terms
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Conclusions

• is ChatGPT / LLMs useful? Definitely yes
• do they represent state-of-the-art? Sometimes
• is it the end of lexicography? Definitely not
• will LLMs improve? Of course they will!
• what should we do? Learn using them properly, like with any new technology in the
past
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